Abstract

This paper presents the development of a floating-element shear stress sensor that permits the direct measurement of skin friction based on geometric Moiré interferometry. The sensor was fabricated using an aligned wafer-bond/thin-back process producing optical gratings on the backside of a floating element and on the top surface of the support wafer. Experimental characterization indicates a static sensitivity of $0.26 \, \mu m/Pa$, a resonant frequency of $1.7 \, kHz$, and a noise floor of $6.2 \, mPa/\sqrt{Hz}$.

Introduction

The measurement of mean and fluctuating wall shear-stress in laminar, transitional, and turbulent boundary layers and channel flows has applications both in industry and the scientific community. Time-resolved, fluctuating shear-stress data can also provide physical insight into complex flow phenomena, including turbulent viscous drag, transition to turbulence, flow separation, and shock-wave/boundary layer interactions. The accurate measurement of skin friction is of vital importance to the aircraft industry. Specifically, skin friction drag comprises roughly 50% of the total vehicle drag for a typical subsonic transport aircraft.\(^1\) The measurement of wall shear stress also has obvious applications as an enabling technology for the emerging field of active flow control.\(^2\) In biomedical applications, both mean and fluctuating wall shear stress are important hemodynamic factors in the development of arterial pathologies, such as atherosclerosis.\(^3\) Unfortunately, macro-scale measurement technology is insufficient to meet the demands of directly obtaining accurate mean and fluctuating wall shear stress data.

In his seminal review of floating-element sensors, Clauser-plot techniques, Preston tubes, obstacle methods, hot-film anemometers, mass-transfer probes, oil-film techniques, and liquid crystal methods, Winter\(^4\) states that, “Of all of the techniques reviewed it is apparent that none can be considered an absolute and reliable standard.” Fifteen years later, in another classic review article on shear stress measurement techniques, Haritonidis\(^5\) comes to a similar conclusion when he states, “No doubt, improved or new instruments will soon appear that extend the rather poor or unreliable capabilities of existing instruments.” These inadequacies are illustrated by Fernholtz et al.\(^6\) who reported the uncertainties in mean shear stress for surface fence methods, wall hot wires, wall pulsed wires, and oil-film interferometry to be at least 4% in incompressible flows. A recent review of point, line and image-based oil-film interferometry reported mean shear stress uncertainties of 5% for incompressible flows.
and 10% for supersonic flows. The same review reported liquid crystal techniques uncertainties of 5% for incompressible flows. In his review of blood flow in arteries, Ku notes that indirect methods of measurement (i.e., velocity profile measurements, hot-films, etc.) are inherently inaccurate due to a lack of knowledge of the blood viscosity at the wall and concludes, “...arterial wall shear stress measurements are estimates and may have errors of 20-50%”.

Out of the listed conventional techniques, only hot-film probes and wall-mounted hot-wires offer the potential to make time-resolved, fluctuating measurements. The uncertainty of their dynamic response has not been quantified. Difficulties arise due to heat conduction, calibration difficulties, flow perturbation due to heating, and errors in response due to large fluctuations with respect to the mean (~40%).

There is considerable evidence that the uncertainty of thermal sensors can be quite large in gas flow applications. In particular, a recent computational study suggests that just the flow perturbations due to heat transfer from the sensor to the flow alone can result in mean shear stress errors of 5% or greater. In addition, a single thermal sensor is unable to discern the direction of the wall shear stress which limits even their qualitative usefulness in the vicinity of separating and reattaching flows.

To accurately capture the spectrum of the turbulent shear-stress fluctuations, the measurement device must possess a large usable bandwidth, and the spatial dimensions of the device must be less than the smallest turbulent structures of interest to avoid spatial filtering. For example, at reasonably high Reynolds numbers, the spatial length scales of interest can be $O(100 \mu m)$, and the required bandwidth can be in excess of $1 kHz$. Additionally, a known, flat frequency response function is desirable for accurate turbulence spectra measurements. If time correlations are desirable, a zero phase-lag frequency response function over a wide frequency range is also desired. Therefore, the characterization of the sensor/compensation system dynamic response is necessary to bound measurement uncertainty. In summary, the accurate, direct measurement of fluctuating wall shear stress has not been realized via conventional measurement technology. As will be shown below, the inherent characteristics of microfabricated transducers offer the potential to realize these measurements.

Microelectromechanical systems (MEMS) technology extends silicon-based integrated circuit (IC), microfabrication technology to manufacture miniature engineering systems. Micromachining technology provides the opportunity to synthesize transducers possessing superior performance compared to mainstream mechanical fabrication techniques. Specifically, the small physical size and corresponding reduced mass of micro-sensors offers the potential to vastly improve both the temporal and spatial measurement bandwidth.

Realizing the potential advantages of miniaturization scaling, the MEMS community has developed both thermal, floating element, and optical shear-stress sensors. Thermal sensors are robust and simpler to fabricate; however, they are based on a heat transfer analogy and absolute calibration for quantitative measurements is difficult. Optical MEMS (MOEMS)-based laser-Doppler anemometers that measures velocity gradient in the viscous sublayer are very promising, but the ability to generate a sufficiently small measurement volume in a high-Reynolds number sublayer is challenging. Conversely, floating-element structures provide the best opportunity to obtain direct quantitative, time-resolved measurements in a controlled wind tunnel environment. Several transduction techniques exist for measurement of the shear-stress induced deflection of the floating element, including capacitive, piezoresistive, and differential optical shutter techniques. An ideal sensor is truly flush-mounted with no wire bonds that generate flow disturbances and is immune to non-shear stress inputs (i.e., electromagnetic interference (EMI), pressure
fluctuations, etc.). Only one existing device does not possess front-side wire-bonds, but it was not designed for turbulence applications and possesses too low a sensitivity. The optical shutter technique provided immunity to EMI and pressure fluctuations, but it possessed wire bonds and was sensitive to tunnel vibration due to the separation of the light source from the sensor. Addition information comparing these devices is given by Naughton and Sheplak in their review of MEMS-based shear stress sensors.

We have attempted to address the limitations of existing MEMS shear stress sensor technology via the development of a floating-element shear stress sensor that permits the direct measurement of skin friction based on geometric Moiré interferometry. The next section describes the mechanical design of the floating element and reviews geometric Moiré interferometry to deflection transduction. This is followed by a discussion of the device microfabrication. The experimental methods and results of the experimental characterization are then given. Finally, this paper is concluded and suggestions for future work are given.

Shear Stress Sensor Design

Floating-element sensors directly measure the integrated force produced by the wall shear stress on a flush-mounted movable “floating” element. The floating element is attached to either a displacement transducer or is part of a feedback force-rebalance configuration. For our sensor, the displacement transducer consists of optical gratings on the backside of a floating element and on the top surface of the support wafer that superimpose to form a Moiré fringe which amplifies the element translation. This section presents a first-order mechanical model of the floating element and introduces geometric Moiré interferometry. It concludes with the sensor device structure and the microfabrication process.

A schematic of a generic MEMS floating element structure is given in Figure 1. The floating element possesses a length, $L_e$, width $w_e$ and thickness $t$. The floating element is suspended over a recessed gap $g$ by silicon tethers that also serve as restoring springs. The displacement $\delta$ of the floating element as a function of wall shear stress, $\tau_w$, is determined via Euler-Bernoulli beam theory to be

$$\delta = \frac{\tau_w L_e w_e}{4 E t} \left( \frac{L_t}{W_t} \right)^3 \left\{ 1 + 2 \frac{L_t W_t}{L_e W_e} \right\}^3,$$  

where $L_t$ is the tether length, $W_t$ is the tether width, and $E$ is the elastic modulus of the tether. Euler-Bernoulli beam theory assumes small deflections such that the strain at the neutral axis of the beam can be neglected. For sufficiently large shear stresses applied to a device, this theory will fail. The limits of this approximation can be approximated via a large-deflection energy-based solution,

$$\delta \left[ 1 + \left( \frac{3}{4} \right) \left( \frac{\delta}{W_t} \right)^2 \right] = \frac{\tau_w W_e L_e}{4 E t} \left( \frac{L_t}{W_t} \right)^3 \left[ 1 + \frac{W_t L_t}{W_e L_e} \right].$$  

From Eq. (2), it is clear that the maximum deflection of the floating element must be a fraction of the tether width for the small deflection solution given in Eq. (1) to be valid.

![Figure 1: Schematic plan view and cross-section of a typical floating-element sensor.](image)
The element possesses an effective mass, \( M \), and the tethers possess an effective spring constant, \( k \). The mechanical sensitivity of the sensor with respect to the integrated shear stress force, \( F_\tau = \tau W_e L_e \), is directly proportional to the compliance of the tethers, \( 1/k \)

\[
\frac{1}{k} F_\tau = \frac{\delta}{F_\tau} = \frac{1}{4E\rho L_e W_t} \left( \frac{L_t}{W_t} \right)^3 \left( 1 + 2 \frac{L_t W_t}{L_e W_e} \right)
\]  

(3)

The compliance of the device will be limited either by failure at the maximum applied shear stress or from the onset of geometric non-linearities in the force-displacement relationship shown in Eq. (2). The requirement of high spatial resolution requires the measurement of very small forces. For example, a sensor possessing a \( 100 \mu m^2 \) floating element structure would need to measure a \( 10 \mu N \) force to resolve a shear stress level of \( 1 \) mPa, thus requiring a highly compliant structure. If \( L_e W_e >> L_t W_t \), then the effective mass is approximated by \( M \approx \rho L_e W_e t \), where \( \rho \) is the mass-averaged density of the element material. Assuming a perfectly-damped or under-damped system, the bandwidth is proportional to the first resonance of the device, \( k/M \). Therefore, the shear-stress sensitivity-bandwidth product for the device is proportional to

\[
\frac{1}{\sqrt{kM}} \propto \frac{1}{\sqrt{4E\rho L_e W_t} \left( \frac{L_t}{W_t} \right)^3}. 
\]  

(4)

The sensitivity-bandwidth product is a useful figure of merit to investigate the scaling of mechanical sensors analogous to the gain-bandwidth product of an operational amplifier. This figure of merit illustrates that MEMS technology enables the development of low mass, compliant mechanical sensors possessing superior sensitivity-bandwidth products relative to conventional sensors. As is the case in all transducers, the minimum detectable signal will be determined by the electronic and/or thermal-mechanical noise floor of the measurement system. The favorable miniaturization scaling of the mechanics of the structure is somewhat mitigated by the requirement to measure very small displacements that can be \( O(\AA) \).

Our device structure consists of a \( 1280 \mu m \times 400 \mu m \) silicon floating element of \( 10 \mu m \) thickness, suspended \( 2.0 \mu m \) above the surface of a \( 500 \mu m \) thick Pyrex wafer by four \( 545 \mu m \times 6 \mu m \) tethers of \( 10 \mu m \) thickness (Figure 2). The Moiré pattern is realized by patterning aluminum lines with a different pitch on both the bottom of the floating element, \( g_1 \), and on the Pyrex wafer, \( g_2 \). When the device is illuminated through the floating element, light is transmitted by the superposed top and bottom gratings, creating a translation-dependent Moiré fringe pattern.

Figure 2: Top view and cross sectional schematic of the first-generation optical shear-stress sensor. Note: drawings not to scale.

A Moiré fringe pattern occurs when two gratings of almost identical spatial period are superimposed as shown in

Figure 3. The Moiré fringe pitch, \( G \), is related to the individual grating pitches, \( g_1 \) and \( g_2 \) by

\[ G = \frac{g_1 g_2}{g_2 - g_1} \]
\[
\frac{1}{g_1} - \frac{1}{g_2} = \frac{1}{G}.
\]

The Moiré fringe shift amplifies small displacements by the ratio of the fringe pitch, \(G\), to the movable grating pitch, \(g_2\), and is invariant to intensity modulations.\(^{21}\) The displacement \(\Delta\) of the Moiré fringe is

\[
\Delta = \delta \left( \frac{G}{g_2} \right),
\]

where \(\delta\) is the physical displacement of the floating element displacement. The Moiré fringe displacement is therefore amplified over the grating displacement by a factor of \(G/g_2\).

For the device presented in this paper, \(g_1 = 9.9\) \(\mu m\), \(g_2 = 10\) \(\mu m\), and \(G = 990\) \(\mu m\).

The sensor was fabricated using an aligned SOI/Pyrex anodic bond, thin-back process that is schematically outlined in Figure 4. A top view of the final fabricated device is shown in Figure 5.

**Experimental Procedure**

The experiments were performed in the Interdisciplinary Microsystems Laboratory at the University of Florida. The characterization of the shear-stress sensor included static and dynamic calibrations as well as the determination of the device noise floor.

**Static Calibration Setup**

Prior to testing, the sensor was packaged by inserting the die flush-mounted in a Lucite plug with front-side imaging optics and a Thomson-CSF TH78CE13 linescan CCD camera. The CCD camera contains an array of \(1 \times 1024\) pixels, each \(10\) \(\mu m\) in width. The packaged device was then mounted into a \(100\) \(mm \times 1\) \(mm\) flow cell that provides a variable mean shear stress (Figure 6) via a laminar, incompressible, fully developed, 2-D pressure driven flow in a slot.\(^{12}\)

![Figure 4: A schematic of the fabrication sequence: (A) Etch 2 \(\mu m\) recess in Si-overlayer of SOI wafers, then deposit and pattern device gratings (0.25 \(\mu m\) - Al). (B) Deposit and pattern handle gratings on the Pyrex wafer (0.25 \(\mu m\) - Al) (C) Align, then anodic bond the Pyrex and SOI wafers. (D) Thin-back the bulk of the SOI wafer using KOH, stopping on BOX, then use DRIE to release the floating element and tethers. Note: schematics not to scale.](image)

![Figure 5: Top-view of the floating element shear stress sensor using an optical profilometer.](image)
differential pressure between two locations in the fully-developed region of the laminar flow cell is measured via a Heise pressure sensor, which is then used to compute the applied shear stress to the sensor. This differential pressure measurement is averaged 100 times and used to compute the applied shear stress via

\[ \tau_w = -\frac{h \Delta p}{2L}, \]  

where \( \Delta p \) is the differential pressure, \( h \) is the height of the channel, and \( L \) is the distance separating the pressure ports.

\[ \frac{\partial u}{\partial x} = \frac{1}{2} \nabla \cdot \mathbf{u}, \]  

\[ \tau \Delta \tau = \frac{1}{2} \nabla \mathbf{u} \cdot \nabla \mathbf{u}, \]  

\[ \frac{\partial \mathbf{u}}{\partial t} = -\nabla p + \nabla \cdot \left( \frac{2}{3} \tau \right), \]  

\[ \frac{\partial \tau}{\partial t} = \frac{1}{2} \nabla \cdot \mathbf{u} + \nabla \cdot \left( \frac{2}{3} \tau \right). \]

The Moiré fringe pattern is captured using the CCD camera coupled to a 5x optical lens. The capture process is repeated 600 times to obtain an average fringe pattern for a no-flow or zero shear stress case. The resulting intensity pattern is normalized by a calibration image to eliminate pixel gain variations and non-uniform illumination effects. A Fast-Fourier Transform (FFT) is performed on the averaged fringe pattern. The phase of the Moiré pattern is then extracted from the FFT at the frequency corresponding to the Moiré pitch. This phase is then used as the zero reference point for determining the phase shift at an applied level of shear stress. The procedure is then repeated for a given applied shear stress and the corresponding intensity pattern to obtain the phase shift and, hence, the pixel shift. Using knowledge of the Moiré pattern and optical magnification, the corresponding mechanical displacement of the floating element is computed to give a direct measurement of the wall shear stress.

**Dynamic Calibration Setup**

Dynamic calibration was performed using acoustic excitation of shear-stress in a plane-wave tube. This technique utilizes acoustic plane waves in a duct to generate known oscillating wall shear stresses. The basic principle of this technique relies on the fact that the particle velocity of the acoustic waves is zero at the wall due to the no-slip boundary condition. This leads to the generation of a frequency-dependent boundary layer thickness and a corresponding wall shear stress. Specifically, the linearized compressible momentum equation in the axial direction reduces to the classic problem of a duct flow driven by an oscillatory pressure gradient. Therefore, at a given location, the relationship between the fluctuating shear stress and acoustic pressure is known theoretically. A conceptual schematic of the dynamical calibration setup is shown in Figure 8. A function generator is used to generate a known sinusoidal input that is then amplified and routed to a JBL 2426H speaker mounted to the end of the plane wave tube. The shear stress sensor is flush mounted to the wall of the plane wave tube directly across from a...
Brüel & Kjær 4138 1/8” microphone. The CCD camera and frame grabber from the static calibration setup are used to record an image of the shear stress sensor. In the dynamic calibration, however, the camera is programmed to record 16,384 lines at a line rate of 11.42 kHz. The microphone signal is routed through a SRS-560 preamplifier to provide AC coupling and recorded by a DAQ card. The DAQ card is programmed to sample at the same linescan rate as the camera and is triggered by a synchronization pulse from the camera to provide simultaneous sampling of the microphone and shear stress signals.

**Results and Discussion**

**Static Calibration Results**

The recorded Moiré intensity pattern for a shear stress of 0 Pa is shown in grayscale in Figure 9, and the fringe pattern for shear stresses of 0 Pa and 1.3 Pa are shown vs. pixel number in Figure 10. The peak in relative intensity corresponds to brightest in the grayscale image. The Moiré pattern was found to have a spatial period of 1002 \( \mu m \), before the 5x optical amplification, compared to the physical grating period of 9.9 \( \mu m \). The Moiré amplification for the sensor was then found to be 101.2 compared to our designed value of \( G/G_0 = 99 \).

Following the procedure outlined above, the pixel shift of the Moiré fringe pattern was determined for a range of applied shear-stress. The results are shown in Figure 11, along with the corresponding mechanical displacement. The mechanical sensitivity, as found from the slope of this curve, is 0.26 \( \mu m/Pa \), while the Moiré fringe, after the 5x optical amplification, moves by 130.02 \( \mu m/Pa \).

\[
\tau_{eff} = \left(1 + \frac{g}{h} + 2\frac{t}{h}\right)\tau_w
\]
where $h$ is the channel height of the wind tunnel used for calibration, $g$ is the recessed gap, and $\tau_w$ is the actual wall shear stress. The second and third terms in the bracket are the error terms associated with flow under the floating element and the pressure gradient acting on the lip of the element, respectively. For the current device and experimental apparatus, this component of the calibration error is 2%.

Figure 11: Static response of the sensor in terms of Moiré fringe pixel displacement and corresponding mechanical displacement as a function of mean shear stress. The static sensitivities are 13.0 pixels/Pa and 0.26 $\mu$m /Pa.

Dynamic Calibration Results

Figure 12 shows a “stacked” Moiré fringe pattern image of 40 successive line scans resulting from a sinusoidal shear stress of amplitude 0.061 Pa and frequency of 1 kHz. Successive lines from the camera are stacked vertically illustrating the oscillatory fringe pattern. The sinusoidal time trace on the right represents the input oscillatory shear stress. The data reduction procedure outlined above is used to compute the instantaneous sensor displacement for each line. Time series data illustrating the dynamic response of the sensor in terms of Moiré fringe pixel displacement and corresponding mechanical displacement for a 1 kHz sinusoidal input of 0.061 Pa is shown in Figure 13. The amplitude of the sensor displacement is approximately 3 pixels or 0.06 $\mu$m.

A preliminary estimate of the frequency response function gain factor is shown in Figure 14 indicates a first lateral mode resonant frequency at 1.7 kHz. The corresponding phase has not been accurately estimated due to synchronization issues between the linescan CCD and the microphone channel’s analog-to-digital converter. This issue arose despite the trigger signal from the CCD camera that is used to trigger the start of microphone sampling. It is believed that round-off error in the sampling rate of the DAQ card leads to a gradual loss of synchronization over time. Further work is necessary to elucidate the precise nature of this issue.

Figure 12: Moiré fringe pattern for a sinusoidal shear stress of amplitude 0.061 Pa and frequency of 1 kHz. Note: image has been modified to emphasize oscillations.

Figure 13: Time-domain waveform of Moiré shift in terms of CCD camera pixels for a sinusoidal shear stress of amplitude 0.061 Pa and frequency of 1 kHz. The dots are the actual samples taken and the line is a curve fit to the data.
The dynamic range of the sensor is ultimately limited by the device noise floor. The noise floor spectrum was obtained by recording microphone and CCD data with no acoustic input signal. An estimate of the noise floor magnitude is shown in Figure 15. For a 1 Hz bin centered at 1 kHz, the noise floor is 1.6 nm/√Hz or 0.08 pixels/√Hz, which corresponds to a minimum detectable shear stress of 6.2 mPa/√Hz.

Noise floor measurements indicate a minimum detectable shear stress of 6.2 mPa. Therefore, the experimentally determined dynamic range is 6.2 mPa – 1.3 Pa. The upper end of the dynamic range as predicted by Eq. (2) for a 3% static non-linearity is 21.7 Pa. This, however, could not be verified due to constraints in our static calibration apparatus.

In the dynamic experiments, the device exhibited a lower resonant frequency than was expected; however it is believed to be due to a layer of photoresist that was not removed prior to testing. In addition, fabrication-induced geometric errors have not yet been quantified.

Future work will include more rigorous dynamic and static characterization, noise floor studies, and sensitivity to non-shear stress inputs, as well as resolving the dynamic calibration synchronization issue. In addition, a boroscope based imaging system will be implemented to reduce package size and improve portability. A second-generation device is planned in which the sensor geometry and Moiré fringe design will be optimized.
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